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RL in CwCF

Dulac-Arnold et al. (2011) used RL

since then, no RL

Xu et al. (2012, 2013), Kusner et al. (2014), Wang et al. (2013, 2014), Nan et al.
(2015, 2016, 2017), ...
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Objective

yθ(x)→ class zθ(x)→ cost

J = E
[
`(yθ(x), y) + λzθ(x)

]
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Objective

yθ(x)→ class zθ(x)→ cost

J = E
[
`(yθ(x), y) + λzθ(x)

]

R = −
[
`(yθ(x), y) + λzθ(x)

]to MDP
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MDP

x̄

af4 r = −λcf4

ay1

class

af2 r = −λcf2

ay2 r = −`(ŷ, y)
· · ·

· · ·
R = −

[
`(yθ(x), y) + λzθ(x)

]
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Implementation

Dueling Double DQN with Retrace
(Q-learning with function approximation) neural network

features x̄
mask m

Q values
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How to read results

cheap features
high accuracy & high cost

expensive features
low accuracy & low cost

high accuracy & low cost

J = E
[
`(yθ(x), y) + λzθ(x)

]
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Results
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Questions?

Q jaromir.janisch@fel.cvut.cz

� github.com/jaromiru/cwcf


