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Abstract

TL;DR: We apply Deep RL to sequentially select features in tree-like samples to opti-

mize classification accuracy vs. feature cost.

We extend the framework of Classification with Costly Features (CwCF) that

works with samples of fixed dimensions to trees of varying depth and breadth

(similar to a JSON/XML file). In this setting, the sample is a tree – sets of sets

of features. Individually for each sample, the task is to sequentially select infor-

mative features that help the classification. Each feature has a real-valued cost,

and the objective is to maximize accuracy while minimizing the total cost. The

process is modeled as an MDPwhere the states represent the acquired features,

and the actions select unknown features. We present a specialized neural net-

work architecture trained through deep reinforcement learning that naturally fits

the data and directly selects features in the tree. We demonstrate our method

in seven datasets and compare it to two baselines.

Classification with Costly Features
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Solved as an MDP with feature-selecting actions Af and a terminal classification ac-

tion Ac. The reward for Af is −λzθ(x) and for Ac it is −`(yθ(x), y), so the total

reward for an episode yields the exact quantity to optimize the main objective.

Method

Object embedding with HMIL: An object processed with Hierarchical Multiple-

Instance Learning to create its embedding and internal objects.

Action selection with hierarchical softmax: Starting at the root of the object,

stochastic decisions are made to follow the structure to a leaf - a feature. The

actions probability is a product of the partial decisions.

Deep RL training: The reward is given as in CwCF. The action probabilities are

updated with a policy gradient method (A2C).

Classification of Potentially MaliciousWebsite

Dataset Schema

domain
domain:string(0)
ips[]:set(1.0)

ip:ip_address(0)
domains[]:set(1.0)

domain:string(0)
emails[]:set(1.0)

email:string(0)
domains[]:set(1.0)

domain:string(0)
hashes[]:set(1.0)

scans[]:set(1.0)
scan:string(0)

domains[]:set(1.0)
domain:string(0)

ips[]:set(1.0)
ip:ip_address(0)

Samples’ structure follows the common schema, but the number of
objects in sets and their depth vary!

Model Architecture

Experimental Results
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